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ABSTRACT

The rapid ex ansion of computer security information and technology has
fprovided litt e support for the security officer to identify and implement the

safeguards needed to secure a com uting system.
f

The Department of Energy
Center for Computer Security is deve oping a knGwledge-based cbmputer security
system to provide expert knowledge to the security officer, The system is
policy-based and incorporates a comprehensive list of system attack scenarios
and safcgu~rds that implement the required policy while defending against the
attacks.

INTRODUCTION

The field of computer security has undergone a significant expansion of the
information and technology available to address security concerns in computing
systems. Th~ advances are often directed towards technological solutions of a
multidimensional problem, but the nontechnical areas of the computer security
field have received little, if any, serious effort towards im~~oving the
quality of security. This paper describes an effort under way at the
Department of Energy (DOE) Center for Cornuter Security to create a knowledge.Rbased system to act as an advisor to t e security officer when developing a
secure system or reviewing security in an existing system.

PPOB1EM

The security officer is required to integrate the advances in com uting syst?m
hardware and software with the users’ !need for productivity whi e attempting
to implement security policies that are at best complex, difficult to
interpret into the local environment, and often apparently in conflict with
each other. The security officer in today’s computer security environment is
faced with a large quantity of information in thn form of written anti
unwritten policies, large softwars systems, and increasi,igly complex hardware.
This inform~tion is frequently uncertain or Incomplete, and the security
officer is required to interpret it into a set of safeguards for a part i(.(ll(lr
computer system with the goal of “securing” the systcm against somu poor!,y
specified threats.

Ihe lack of meaningful education and assistance for the average security
officer frequently requires the indlvi(lual to resort to reliance on tradition
or folklore to secure a system. Many ~1’curity officers hav~ beun assi(ln[’tl
pr~viously “s~curud” systvms and are Pxpu( lmi to continue the tradil ion with
!ittIe or no undcrstandin

?
of what was dune or why it.was done wh~n thl!‘,yslf’m

was oriqinal I.y:If!cur[vi, r,’quenl.ly,wh~n a syst~m if ~’xpandwj or al!l~rod II)!’
I ir;t. ~f’turity ot’fi((?r,lctIvit.y if to t~lk with ot,h[lr$rcurit.y of”lict’r’,to
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seek advice about how similar systems were secured. The goal seems to be
“tell me what is the minimum I must do to get my system accredited.”

Security officers who have access to computer security knowledge because of
their own experience or through experts are able to implement and maintain
better, more comprehensive security programs, The primary need is to collect,
organize, and present the security knowledge of the experts. The information
must be presented in a manner tailored to the security cfficer’s requirements,
and the officer must be able to query the “expert” for a Justification or
explanation of a decision or recommendation.

Development of a knowledge-based system incorporating a methodology to combine
uncertain or incomplete information and manage the large quantities of
“expert” knowledge will extend the information to any security ofticer on
demand.

DESIGN GOALS

The Knowledge-Based System for Computer Security is d~signed to provide an
integrated collection of policy requirements and expert knowledge to the
security officer. The design goals for the system are:

- DcFine a comprehensive list of safeguards based on policy requirements.

- Collect a detailed description of the local computing environment.

- Produce a list of safeguards that are applicable to the local computing
environment with guidance on the required implementation approach for
each safeguard.

- Effectively address the problem of uncertain or incomplete information
in the knowledge bases.

- Support “what-if” experimentation to allow the security officer to
adJust the ?ocal computing environment or reject specific safeguards
because of resource limitations.

- Provide, on request, justif’icatlon or explanation of each decision
thro~ghout the process.

- Provide a user interface oriented to the sccur
environment.

SYSTIM AF’CHITf.CTURC

Ihc >.ystcm~rchltef.!ure (Figure 1) is compo~ed of’s[!veri

ty officer’s needs and

1 knowledge bases and
tin inference engine designed to ~cccss the knowlwlqe hiises and to provldc an
~pptwprlate interface for the securi[y officer.

l~(:h of” th[’ knowlvdqc t)IISPS Policy, l)iatdl“xpaturo, St’n$itlvit.y 1(’v(’1,
Attack, and Computinq I-nvironmcnt ~(!si[jeIn irl(jpp(ln(jpntd~ta ftl(!~ that ,ir[!
,Iccesscd by the ififerencvmqine. lhe u$~ of ~xt(~rnal data fil(’sallows r<lpitl
up(ldt,inq of”th[!knowlfdqe to rcfl~ct pot iry i“h(lnq[?s,t~chnoloqy advanri!s, or
~l[jjllitm[’rlt.sin Iho at.t.a{:ksr~n,lrlos.
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PolIcy ------- ------- -------------->
Knowledge Base

Oata Exposure
Knowledge Base ------------------>

Sensitivity Level --- .---.-..->
Knowledge Base

II
-->lie~el

Security ------------ ------......----
Officer Engine

II
Attack I
Knowledge Base ----- --------->1

Ice --m------ >List of
Safegwrds
A plicable to
Et e local
system

II
Safe uards

YKnow edge Base ------------------>
I

i
Computing Environment --------------1
Knowledge Base

Figure 1.

System Architecture

1)0LIC%KNOWLEDGE BASE

Most policy statements are complex and difficult to Interpret for a local
Environment, Experts from tha policy-making organization will often qivu
conflicting advice regarding I;ow the policy should be implemented in ~
particular computer system. The lack of clear guldanco on applying th~
policies and the inconsistent implementations clearly suggest that a uniform
methodology for interpreting and applying a pollcy is needed. The methodology
and system being developed provide a consistent decomposition (JF pol I(:,Y
statements into a knowledge base I,hat is us~d to tjc~elop quidancr for
implementing safeguards In a specific computing system.



The Policy knowledge base (Figure 2) contains specific security requirements
obtained by decomposing information from all applicable policy statements and
other sources, e. .

1
inspection or evaluation criteria and good practices.

When appropriate, t e Policy knowledge base also can be extended by local
regulations or standards that augm?nt the national policy requirements.

Policy Elementi

I
----- ----- ----- ----- ----- ----- ----- ----- ----- ----- -

I
;:;:;tivity ...

very low

I
%;~;tivity

very high

- - . - -- - --- - --- - ..- - - -- - . . - --- - - . - - - - - - - - - -

I I I
Data Oata Data
Exposure .,. Exposure ... Exposure
Level very low Levelk Levelvery high

I
------ --- ------ ------ ------ ------ -- ------

I I I
Attack Attack Attack
Scenario m ... Scenario n ... Scenario ~

I
Effectiveness
Measure

Figure 2.

Policy Knowledge Base

Each policy element is a sin le policy requirement, e.g., each user of an AOP
!system must be authenticated eforc access is permitted. Each policy element

is evaluated against all attack scenarios in the Attack knowledqe base. Each
evaluation includes all sensitivity and data exposure levels. The evaluation
is based on expert assessment, the establishment of confidence factors, and
the use of established techniques for combining uncnrtain or incompl~’tc
[!videt)cem

The evaluation activity results in a measure of effectiveness for each policy
ulument., sensitivity level, data exposure level, and attack scenario tuple.
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Figure 3 depicts an example of a policy element entry in Policy knowledge base
where:

Policy element = User must he identified and authenticated before access
to the system is permitted.

Attack scenario - Disclosure of information
Failure of access controls

Unautt,orized access to information
Impersonation of authorized user

This example is not complete and Is used only to illustrate the concepts
involved in the Policy knowledge base.

Policy Flement

1-

1
I

user must be
Identified ------>
and authenticated I

~

I

I

;:;;;tlvlty Exposure Effectiveness
Level Measure

--> Very Moderate
high

. .
> Very .

high -->
--> Very Moderate

1Ow
.
.
.

1--> Very High
high

Moderate . .

1--> Very” High
.

.

--> Very
low ---~

~

P(I1i(:y l(nw

1Ow

--> Very Very high
high

.

-> Very Very high
1Ow

qure 3.

edge Base L’xample



DATA EYPOSURE KNOWLEDGE EASE

Many computer security policies either fail to, or only partially, address an
assessment of the degree of exposure of information in a computer system.
Determination of the degree of exposure provides an important criterion For
use in evaluating the required safeguards and the level of implementation
needed for each safeguard. The Data Exposure knowledge base defined for this
system is designed to provide a measure of the potential exposure of
information stored or processed on the computing system.

The !)ata Exposure knowledge base contains possible relative data exposure
levels, ranging from very low to very high. These are used to assess the
effectiveness of policy elements and safeguards against the various attack
scenarios and to develop a measure of the data exposure in the local computing
environment.

SENSITIVITY LEVEL KNOWLEDGE BASE

Every security officer is required to assess the sensitivity of the
information stored or processed on the system during the process of securing
the system. Often this determination is automatically derived from the
classification and category of information on the system, but other local
factors, such a> local or national politics, or the cost of collecting the
information, may dictate a higher level of sensitivity than the data
classification may suggest. The sensitivity measure is another element that
the security officer must include when determining what safeguards must exist
and the level of implementation for each safeguard.

The Sensitivity Level knowledge base contains a range of possible relative
sensitivity levels that are used to assess the effectiveness of the policy
elements and safeguards against the various attack scenarios and to develop a
measure of sensitivity in the local computing environment.

ATTACK KNOWLEDGE BASE

The Attack knowledge base contains information covering all forms of possible
attack scenarios. The attack scenarios are developed in consultation with
experts using a top-down approach beginl”ing with the traditional concerns of
disclosure, destruction, distortion (modification), delay, ~nd denial of use.
Figure 4 depicts a portior of the attack scenarios and the refinem~nt approac!
used to define the various scenarios.

lhe att~ck scenario approach was chosen be~ause traditional threat-based
perspectives have several serious problems. frequently, threat information
with sufficient detail to assist the security officer in selecting safegu~rds
for the local system is not available due to the lack of sufficient clearances
by the security officer or the need to protect intelligence sources. OftPn
the thre~t guidance produced by the policy organizations is either sanitizc(i
10 the point of havirig iittlc valuP, or is simply a rec~ tation of’ th(!
idurltified specific thr(}i~t sources with no gui(iancc on how to interpret. lh~l
irlfot”rnatiorlf“ora Iocdi comput ir](lsystem.



Another difficulty with threat statements is completeness. Often a threat
statement is interpreted by a security officer as the “recipe” of concerns to
be acidressed. If a particular attack scenario is not identified in the threat
list then it may not be considered by the security officer.

l’he “recipe” approach also may cause the security officer to focus on specific
“threats” while ignorin

#
other large classes of potential system attacks.

These classes inclu e such attack scenarios as the public claim by an
individual of a successful attack on a particular system. The resources
needed to respond to a claimed attack can often match the resources used in
responding to an actual attzck.

Attack Scenarios
I. . . . . . ------ . . . . . . ------ ------ ------ ------ ------ ------ ---

I I I I I
Denial of De ay Disc osure Destruction Distortion

use
I

... ... .,. ...

------ ------------ ------------ ------------ ------ ------ ---

I I I
Access Authentication Integrity
Control I I

- user
- Physical - system service
- Accidental I- network
- Unauthorized I service

- support
service

- emergeocy
service

I
----- . ..-. ----- . . . . . ----- ----- ----

I
Environment

- hardware

I

- software
- conwnunicat
1- facility

I
Data

P
I

‘ocedural

- security
testing

- management
oversight

- inadequate
user
clearances

- poor risk
assessment

classification/
labelling

ons - downgrading
1- release_ ng
I- counterfeit

Figure 4.

Attack Scenarios

Each element in the top layer (disclosure, etc.) is d~composed into the four
c.ateqories (access control, allthenticat~on, integrity, and rocedures).

F
Each

of the categories Is further expanded to the subcategories s own in I-iqu’-e4.
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The subcategories are expanded into more specific attack scenarios. For
example, the Access Control category under Disclosure would contain the
subcategories Physical, Accidental, and Unauthorized. The Unauthorized
subcategory would be further expanded to On-line and Off-line. Attack
secnarios that might be included in the On-line area are - mislabeling of
information, covert channels, scavenging, wiretaps, viruses, impersonation of
authorized user, etc. Attack scenarios that m;ght be included in the Off-line
area are - exploiting acts of nature, improper disposal of information in
trash, blackmail or coercion, emanations, etc. Each of these attack scenarios
would be further expanded to include non-system specific details of the
particular form of attack.

SAFEGUARDS KNOWLEDGE BASE

The Safeguards knowledge base (Fiqure 5) contains a list of potential
safeguards derived from computer security experts and existing policies and
regulations. Each safeguard Is expressed in terms of implementation
requirements for each possible data exposure level within earh possible
sensitivity level. The implementation requirements are defined in terms of
the minimum acceptable implementation, an acceptable implementation, and the
maximum effective implementation.

Safeguardi

I
----- ..- -----..........---.----------.-

1 I I
Sensitivity ... Sensitivity ... Sensitivity

Levelvery low Levelj Levelvery high
I

----- ----- ----- ----- ----- ----- ----- ----- .

I i I
Data Data Data
Exposure ... Exposure ... Exposure

Levelvery low Levelk Levelvery high

I
---- ---- ---- ---- ---- ---- ---- ---. ---- ---- -

I I I
Minimum Acceptable Maximum
Implementation Implementation Implementation
Leve! Level Level

Figure 5.

Safeguards Knowledge Base

The min;mum, acceptable, and maximum implementation requirements depend uporl
the data exposure and sensitivity levels. Each of the implementation levels
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is described in a generic fashion relative to the exposure and sensitivity
1evels. For example, a minimum password implementation for a low exposure
level and a low sensitivity level might be defined as six characters in
length, machine-generated, and changed once every twelve months. A minimum
password implementation for a high sensitivity level might be ten characters
in length, machine-generated, and changed every three months.

Many of the implementation elements in this knowledge base will be empty,
especially for high c!ataexposure and high sensitivity levels. Very high data
exposure and sensitivity levels typically require a sufficiently strong
implementation that effectively reduces the options to a single “minimum”
acceptable implementation.

Safeguard M;;tivity h:o;ure Implementation levels

1--> Very

I high
.

--> Very “ .
high --> .

I -->Very
1Ow

.

.

.

--> Very
high

Passwords ----> I Moderate I
I l.”
I .
I --> Very

. 1Ow
1“

.

I
--> Very

high

--? Very .
low --->

--> Very
1Ow

Figure 6.

Example of Information in a Safegu~rd Knowledge Base Entry,

9



Once the safeguards and the implementation levels have been identified each
safeguard is evaluated against all other safeguards in the knowledge base to
determine if the safeguard is equivalent to another safeguard, supports
another safeguard, or conflicts w th another safeguard. The evaluation
process compares safeguard implementations at a given sensitivity and data
expusure level with other safeguards at the same sensitivity and data exposure
levels. Equivalent safeguards may be substituted for each other and are
important for cost-benefit considerations when a security officer selects the
appropriate set of safeguards to secure the computin

?
system. Some safeguards

complement others and thereby strengthen the sa eguard against the attack
scenarios or permit it to be used at a higher data exposure or sensitivity
levei . Some safeguards may be redundant or conflict with other acceptable
safeguards and either reduce or elirinate any security benefit when the
safeguards are used togeiher.

Safeguzrd Safeguard Evaluation

Complete information Do not include
in audit trail for --> sensitive information -----> Conflict
review purposes in audit trails

[->Supportive at high
I sensitivity and
I exposure leveis

/-------> Biometric authentication ->
Equivalent at lcw

I sensitivity and
~ -> exposure levels

i Supportive at all
Passwords ---->1 ------->Accountabi lity -------- -----> sensitivity and

I exposure levels
I
I l-->Eauivalent at low
I sensitivity and

1----
exposure levels

--->System completely
contained in a vault ---->

I Supportive at high
1--> sensitivity and

exposure levels

Figure 7.

An Example of Safeguard Comparison with Other Safeguards.
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COMPUTING ENVIRONMENT KNOWLEDGE BASE

The Computing Environment knowledge base (Figure 8) is composed of generic
descriptions of potential data exposures, sensitivity concerns, and component
level definitions of computer systems.

Computing Environment
I
I

------------------------------------------

I
Generic

Computing Environment
I

---- ---- ---- ---- ---- ---- ----

I I
User System
Clearances Connect

I
Data

vity Classification
Level

Generic
System Componmt
Description

I
----- ---- ---- ---- ---- ---- ---- --

I I I
Hardware Microcode Software
Components Components Components

Figure 8.

Computing Environment Know-ledge Base

The generic data exposure and sensitivity concerns are used in conjunction
with the Data Exposure, Sensitivity, and Attack knowledge bases to collect
information from the security officer about the local computing environment.
From the security officer responses the system develops a measure of the local
data exposure and sensitivity. The Generic Computing Environment knowledge
base includes information, such as the range of maximum and minimum user
clearances, types of system connectivity (e.g., connections to remGte
terminals or other computer systems), range of operating modes of the system
(e.g., dedicated, system high or multilevel), and the possibl~ highest
levels of classification ~nd most restrictive categories of data that might
re~ide on the system,
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Generic Computing Environment

----- ----- ----- ----- ----- ----- ----- ----- ----- ----- ----- --

I I I
User System Data
Clearances Connectivity Levels

I
I- Top Secret with
I categories
I- Top Secret
I- Secret with
~ ;:;;:;ries

[~ Confidential
1- Confidential with
I categories
1- Ser,sitive but
[ unclassified
[- Unclassified

I
1-

1
1-
1
I
1-
1
1-
1
1-

Remote terminals
in same security
area
Remote terminals
in different security
area
Connected to another
computer system
Connected to another
network
Export/Import controls
on media

- Top Secret
- Secret
- Confidential
- Sensitive but

unclassified
- Unclassified

Figure 9.

[xample of Information in the Generic Computing Environment Knowledge Base.

The generic description of computer system components is used to formulate
questions to the security officer to develop a description of the components
in the l~cal computer system. Once the local descri tio~ is obtained the

!information is combined with the Attack knowledge ase to develop a local
level of security concern for each system component. The Generic System
Component description knowledge base contains high-level descriptions of the
hardwar~, microcode, and software components found in a typical computing
system.

Generic Computing System Componer,ts

---------------------------------------------------------

I I
Hardware Micr~code

I
I

1- Fixed data
I stora e

71- Removab e
data storage

1- Printers
[- Memory
1- CPU
I- Access devices

(terminals)

I
Software

I
I- Source code I- Storage
I- Compiled code device
I- R“)M drivers
I Magnetic media Printer

driver
[- Memory

management
1- File
1- Management

Figure 10.
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SYSTEM OPERATION

The system will be distributed with complete krowledge bases and the inference
engine packaged to run on many of the personal computers already in wide use.
The Policy knowledge base will be prepared by computer security experts in
consultation with th? policy-making org~nization. The initial implementation
of this system will be for tne DOE.

The system will use the knowledge bases to prompt the local security officer
for information on the local computing environment. Once the information is
collected the system will prepare a list of specific safeguards needed to
secure the local computing system. The output will also contain, when
available, the minimum, acceptable, and maximum implementation levels for each
safeguard in the list,

All information is retained by the system to permit the security officer to
explore possible changes in the local computing environment for cost-benefit
studies or other changes in the list of safeguards.

FUTURE DIRECTIONS

Collecting the inforratiun for the various knowledge bases and developing the
inference en ine are the present efforts, but several significant
possibilities ?or future extensions are already obvious,

The system could be easily used by an inspector or evaluator by simply
e;ltering the observed local computing environment and then usinq the output
list of safeguards as a guide to confirm the presence or absence of the
required safeguard,

Other possibilities are the autonlatic production of security plans and
security test/certification plans.

SUMMARY

A knowledge-based system has been designed to collect and organize knowledge
frcm computer security experts for use by a security officer. The system is
policy-based and flexible to support changes in policy and technology.


